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Abstract
This paper presents a User-Oriented Multi-
Document Update Summarization system based
on a maximization-minimization approach. Our
system relies on two main concepts. The first
one is the cross summaries sentence redundancy
removal which tempt to limit the redundancy of
information between the update summary and
the previous ones. The second concept is the
newness of information detection in a cluster of
documents. We try to adapt the clustering tech-
nique of bag of words extraction to a topic enrich-
ment method that extend the topic with unique
information. In the DUC 2007 update evalua-
tion, our system obtained very good results in
both automatic and human evaluations.
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1 Introduction

The seventh edition of the Document Understanding
Conference1 (DUC) has introduced a pilot task in
counterpart to the question-focused multi-document
summarization main task. Named update task, it’s
goal is to produce short update summaries of newswire
articles under the assumption that the user has already
read a set of earlier articles. This is the first time, as
far as we know, that an update summarization task
is evaluated. We have chosen to relies our system’s
approach on two main concepts: cross summaries sen-
tence redundancy removal and newness of information
detection using a bag of words extraction method for
topic enrichment. The rest of the paper is organized
as follows. Section 2 describes the previous works and
section 3 the update task of DUC 2007. The section 4
1 Document Understanding Conferences are conducted since

2000 by the National Institute of Standards and Technology
(NIST), http://www-nlpir.nist.gov

introduces the two main ideas of our approach quote
above. The section 5 gives an overview of the exper-
iments and section 6 the performance of the system
at the DUC 2007. Section 7 concludes this paper and
examines possible futher work.

2 Background and related work

Interest in multi-document summarization of newswire
started with the on-line publishing and the constant
growth of internet. Introduced by Luhn [5] and Rath
et al. [12] in the 50s-60s with single-document sum-
marizers (SDS), research on automatic summarization
can be qualified as a long tradition. However, the
first automatic Multi-Document Summarizers (MDS)
were developed only in the mid 90s [9]. Lately, DUC
2007 conference introduced the over-the-time update
MDS evaluation. Most of work in automatic summa-
rization apply statistical techniques to linguistic units
such as terms, sentences, etc. to select, evaluate, or-
der and assemblate them according to their relevance
to produces summaries [6]. In general, summaries are
constructed by extracting the most relevant sentences
of documents. Automatic summarization systems can
be divided in two categories: single document sum-
marizers and more complex multidocument summa-
rizers. Multi-document systems can be viewed as fu-
sionning SDS systems outputs by using additionnal in-
formation about the document set as a whole, as well
as individual documents [1]. MDS perform the same
task as SDS but increase the probability of informa-
tion redundancy and contradictions. Previous works
comparing the redundancy techniques [10] have shown
that using a simple zero knowledge vector based co-
sine similarity [15] for measuring sentence similarities
make no difference in performance with more complex
representation, such as Latent Semantic Indexing [2].
Au contraire to redundancy removal, precious little re-
searchers have focused on time-based summarization.
A natural way to go about time-based summariza-
tion is to extract the temporal tags [7] (dates, elapsed
times, temporal expressions, ...) or to automatically
construct the timeline from the documents [14]. For
the last technique, the well known χ2 measure [8] is
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used to extract unusual words and phrases from docu-
ments. Our approach is based on the same principle of
term extraction but differs from these in several ways.
Our system relies on the simple idea that the most
important unique terms of a cluster are suitable for
representing the unique and unseen information.

3 Description of the DUC 2007
pilot task

The DUC 2007 update task goal is to produce a short
(∼100 words) multi-document update summaries of
newswire articles under the assumption that the user
has already read a set of earlier articles. The purpose
of each update summary will be to inform the reader
of new information about a particular topic. Given a
DUC topic and its 3 document clusters : A, B and
C, create from the documents three brief, fluent sum-
maries that contribute to satisfying the information
need expressed in the topic statement.

1. A summary of documents in cluster A.

2. An update summary of documents in B, under
the assumption that the reader has already read
documents in A.

3. An update summary of documents in C, under
the assumption that the reader has already read
documents in A and B.

Within a topic, the document clusters must be pro-
cessed in chronological order; i.e., we cannot look at
documents in cluster B or C when generating the sum-
mary for cluster A, and you cannot look at the docu-
ments in cluster C when generating the summary for
cluster B. However, the documents within a cluster
can be processed in any order.

4 A Cosine Maximization-
Minimization approach

This paper proposes a statistical method based on a
maximization-minimization of cosine similarity mea-
sures between sentence vectors. The main motiva-
tion behind this approach is to find a way to quantify
the newness of information contained in an document
cluster assuming a given topic and a set of already
”known” document clusters but at the same time min-
imize the possible redundant information. The main
advantage of this approach is that zero knowledge is
required and that makes the system fully adjustable
to any language. The following subsections formally
define the measures formulas and the method to apply
it to the update summarization task.

4.1 Back to basics: a simple User-
Oriented MDS

We have first started by implementing a baseline sys-
tem for which the task is to produce topic focused
summaries from document clusters. Standard pre-
processings are applied to the corpora, sentences are

filtered (words which do not carry meaning are re-
moved such as functional words or common words)
and stemmed using the Porter algorithm [11]. An N -
dimensional termspace Ξ, where N is the number of
unique terms found in the corpus, is constructed. Sen-
tences of a document are represented in Ξ by a vector.
Similarity measures between sentences are calculated
by using the angle cosine. The smaller the angle, the
greater is the similarity. The system scores each sen-
tence of a document by calculating the cosine simi-
larity angle measure [13] (defined in formula 1 and
illustrated by figure 1 with the θt) between the topic
vector and the sentence vector using the well known
tf × idf measures as weights. tf is the term frequency
in the document and idf is the inverse document fre-
quency. idf values are calculated on the whole DUC
2007 corpus (main and update task).

cos(#s,#t ) =
#s · #t√

‖ #s ‖ + ‖ #t ‖
(1)

In our case, #s is the vectorial representation of the
candidate sentence and #t of the topic.

4.2 Redundancy removal techniques

Sentences coming from multiple documents and assem-
bled together to generate a summary theoretically en-
gender redundancy problems for classified document
cluster. In practice, sentences of a cluster are all
scored by calculating an angle regarding a particular
topic, accordingly all high scored sentences are syn-
tactically related. We have to deal with two different
redundancy problems in our update MDS system, the
within summary syntactical sentence redundancy and
the cross summaries redundancy. The first one refers
to the detection of duplicate sentences within a sum-
mary. We choose to measure the sentence similarity
between the sentences already contained in the sum-
mary and the candidate sentences and remove them
if this similarity is greater than a threshold To, em-
pirically fixed. The second problem is more specific to
the task, candidate summaries are generated assuming
that other summaries have previously been produced.
Therefore they have to contain different information
about the same topic and inform the reader of new
facts. Formally, np early summaries are represented as
a set of vectors Π = {#p1, #p2, . . . , #pnp} in the termspace
Ξ. Our sentence scoring method (formula 2) calcu-
lates a ratio between two angles: the sentence #s with
the topic #t and the sentence with the all previous np

summaries. The smaller value η(#s,#t ) and the higher
value φ(#s,Π) produces the greater score R(•):

R(#s,#t,Π) =
η(#s,#t )

φ(#s,Π) + 1
(2)

where: η(s,#t ) = cos(#s,#t )

φ(#s,Π) =
√∑np

i=1 cos(#s, #pi)2

0 ≤ η(•) ; φ(•) ≤ 1
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Therefore:

max R(s) =⇒
{

max η(•)
min φ(•) (3)

The highest scored sentence #s is the most relevant
assuming the topic #t (i.e. η → 1) and, simultaneously,
the most different assuming the previous summaries Π
(i.e φ → 0).

Fig. 1: Cosine Maximization - Minimization illustra-
tion example, the case of two previous summaries: for
each sentence, minimize the angle θt and maximize the
angles θ1 and θ2

4.3 Newness of information

The detection of the newness of information is a crit-
ical point in the update summarization process. In-
deed, how to detect, quantify and ”blend” unseen in-
formation into an existing MDS system are challenging
questions that we try to answer with our approach. In
the same way that several previous works in document
clustering use a list of high tf × idf terms as topic de-
scriptors, we have chosen to represent the most impor-
tant information of a document cluster X by a bag of
word BX of the nt highest tf×idf words. The newness
of information of a document cluster A in relation to
already processed clusters is the difference of it’s bag
of words BA and the intersection of BA with all the
previous cluster’s bags of words (see formula 3). The
system uses the terms of BX to enrich the topic t of
the cluster X , the topic is extented by a small part of
the unique information contained in the cluster. Se-
lected sentences are not only focused on the topic but
also on the unique information of the cluster.

BX = BX \
i=np⋃

i=1

Bi (4)

4.4 Summary construction

The final summary is constructed by arranging the
most high scored sentences until the limit size of 100
words is reached. As a consequence the last sentence

have a very high probability to be truncated. We pro-
pose a last sentence selection method to improve the
summary’s reading quality by looking at the next sen-
tence. This method is applied only if the remaining
word number in greater than 5 otherwise we just pro-
duce a non-optimal size summary. The after last sen-
tence is prefered to the last if it’s length is almost 33%
shorter and to avoid noise if it’s score is greater than
a threshold of 0.15. In all cases the last summary sen-
tence is truncated of 3 words maximum. We try to
protect the sentence grammaticality by removing only
stop-words and very high frequency words. A set of
about fifty re-writing patterns and a dictionnary based
name redundancy removal system have been specially
created for the DUC update task. The figure 2 is a
global overview of the main architecture of our sys-
tem.

Fig. 2: General architecture of the update summariza-
tion system.

5 Experiments

The method described in the previous section has been
implemented and evaluated. The following subsections
present some details of the different parameter settings
experiments.

5.1 Experimental Settings

We used for our experimentations the DUC 2007 up-
date task data set, the task is described in section 3.
The corpus is composed of 10 topics, with 25 docu-
ments per topic. For each topic, the documents will
be ordered chronologically and then partitioned into 3
sets : A, B and C, where the time stamps on all the
documents in each set are ordered such that time(A)
< time(B) < time(C). There is approximately 10 doc-
uments in set A, 8 in set B, and 7 in set C. Tuning the
system parameters requires to find a way of automat-
ically evaluate the quality of the produced summaries
and producing reliable and stable scores. All exist-
ing automated evaluation methods work by compar-
ing the systems output summary to one of more refer-
ence summaries (ideally, produced by humans). The
ROUGE [4] ant Basic Elements [3] automated perfor-
mance measures are considered relevant and will be
used for our experiments.
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5.1.1 Recall-Oriented Understudy for Gisting
Evaluation (ROUGE)

ROUGE [4] is a word n-gram recall between a candi-
date summary and a set of reference summaries. In
our experiments the two ROUGE-2 and ROUGE-SU4
measures will be computed. ROUGE-2 measure which
is based on bigram of words is defined in equation
5. Countmatch stands for the maximum number of
bigrams co-occurring in a candidate summary and a
set of reference summaries RS . The ROUGE-2 is a
recall-related measure because of the denominator of
the equation is the total sum of the number of bigrams
occurring in the reference summaries.

ROUGE-2 =
∑

s∈RS

∑
bigram∈s Countmatch∑

s∈RS

∑
bigram∈s Count

(5)

The ROUGE-SU4 measure is a also a word bigram
recall but extended to take into account the unigrams
and allowing for arbitrary gaps of maximum length
4. For example the sentence ”why using text summa-
rization” has Count(4, 2) = 6 skip-bigrams which are:
”why using”, ”why text”, ”why summarization”, ”us-
ing text”, ”using summarization”, ”text summariza-
tion”. We calculated the count of skip-bigrams with
an arbitrary gap γ an we it defined in equation 6.

Count(k, n) = C

(
n

k

)
−

k−γ∑

0

(k − γ) ; γ ≥ 1 (6)

where n is the n-gram length and k the sentence length
in words.

5.1.2 Basic Element (BE)

Basic Element [3] is a specific evaluation method using
very small units of content, called Basic Element, that
adress some of the shortcomings of n-grams. The prob-
lem of the ROUGE evaluation is that multi-word units
(such as ”United Mexican States”) are not treated as
single items, thereby skewing the scoring, and that
relatively unimportant words (such as ”from”) count
the same as relatively more important ones. The Ba-
sic Element evaluation tempt to solve this problems
by using a syntactic parser to extract just the valid
minimal semantic units, called BEs.

5.2 Newness of information

One of the major difficulties is to evaluate and opti-
mize the quantity of ”newness” terms extracted from
the clusters. If too much terms are extracted the pro-
duced summaries will be away from the point con-
sidering the topic. Otherwise, if too few terms are
extracted, summaries readability will decrease due to
the high information redundancy. We can observe in
figure 3 that the topic enrichment always decreases au-
tomatic evaluation scores. This is due to the ”noise”
introduced by the newness of information terms ex-
tracted. Our experiments have also shown that the
newness of information enrichment considerably en-
hances the readability and the intrinsic quality of the

produced summaries. The information containing in
the summaries is more heterogeneously spread, syn-
tactical redundancy decrease and so readability and
general quality enhance.

Fig. 3: ROUGE average recall scores in comparison
to the number of extracted terms for the topic enrich-
ment.

5.3 Within summary redundancy

We have implemented two similarity measures to deal
with the within summary sentence redundancy prob-
lem. These measures are calculated between a can-
didate sentence and the sentences that are already
considered as summary’s sentences. The first one is
a normalized symmetrical word overlapping measure
whereas the second is a classic cosine similarity mea-
sure. A candidate sentence is accepted in the final
summary only if it’s similarity scores with the other
summary sentences are lower than a threshold. Pre-
vious works [10] have shown that the classic cosine
similarity measure (see equation 1) is the most per-
formant measure for redundancy removal task. The
two measures are binded by the fact that they use
the terms has units of comparison so we decide to use
only the classic cosine similarity. The sentence accep-
tance threshold has been tuned empirically using the
ROUGE automatic evaluation as reference measure,
ROUGE scores are increasing until the threshold is
reaching 0.4 (see figure 4). In other words, the dele-
tion of sentence with lower cosine score that 0.4 re-
move information from the candidate summary and a
sentence is considered as increasing the summary re-
dundancy if at least one of it’s cosine scores with the
other sentences is greater than 0.4.

5.4 Experiments on DUC 2007 data

The above sections delineate the tuning techniques us-
ing the DUC 2007 corpus as reference and so how we
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Fig. 4: ROUGE average recall scores versus the re-
dundancy similarity measure threshold.

found the optimal parameter combination by compar-
ing our system automatic evaluation scores. This sec-
tion will evaluate our system performance in the op-
timal parameter combination with the 24 participants
of DUC 2007 update task (in which we participate
with a non-optimal version of this system, the sys-
tem’s id is 47). An example of our system output for
the topic D0726F is shown in the appendixes section.
We observe in the figure 5 that our system is the sec-
ond best system for the ROUGE automatic evaluation,
this is a very good performance in view of the fact that
the applied post-processings achieve poor performance
and that they are not designed especially for the task
but are more generic ones. An important margin of
progress in improving these main post-processings ap-
pears. Sentence rewritting process in the specific kind
of document used in the DUC conferences is not yet
developed but we are currently investigate sentence
reduction techniques.

6 The system at DUC 2007

This section present the results obtained by our sys-
tem at the DUC 2007 update evaluation. No train-
ing corpus was, at the time of submission, available
and there was, as far as we known, no equivalent cor-
pora for training systems. Only manual evaluation of
the output summaries was possible, this explain why
the parameters used for the system submission are not
the optimal ones. The following parameters have been
used for the final evaluation : Bag of words size : 15,
Redundancy threshold : 0.4, minimal sentence length:
5. Among the 24 participants, our system ranks 4th

in both ROUGE-2 and Basic Element evaluation, the
5th in ROUGE-SU4 evaluation and the 7th in over-
all responsiveness. The figure 6 shows the correla-
tion between the average ROUGE scores (ROUGE-
2 and ROUGE-SU4) of the systems and their aver-

Fig. 5: ROUGE-2 versus ROUGE-SU4 scores for the
24 participants of DUC 2007 update evaluation (our
system is the dark circle).

age responsiveness scores. ROUGE-2 and ROUGE-
SU4 scores were computed by running ROUGE-1.5.5
with stemming but no removal of stopwords. The in-
put file implemented jackknifing so that scores of sys-
tems and humans could be compared. The content
responsiveness evaluation assesses how well each sum-
mary responds to the topic. The content responsive-
ness score is an integer between 1 (very poor) and 5
(very good) and is based on the amount of information
in the summary that helps to satisfy the information
need expressed in the topic narrative. The average re-
sponsiveness score obtained by our system was 2.633,
which is above the mean (2.32 with standard deviation
of 0.35). Our system is contained in the group of the
top 8 well balanced systems (It must be noticed that
the value of the scores range in a small interval), the
mean responsiveness score (ranked only 7th) is due to
the poor rewritting sentence post-processing (only less
than fifty general rewritting regular expressions).

The figure 7 illustrates another automatic measure,
the previously described Basic Element (BE) evalua-
tion measure. Basic Elements (BE) scores were com-
puted by first using the tools in BE-1.1 to extract BE-F
from each sentence-segmented. The BE-F were then
matched by running ROUGE-1.5.5 with stemming, us-
ing the Head-Modifier (HM) matching criterion. For
average BE our system scored 0.05458, which is above
the mean (0.04093 with standard deviation of 0.0139)
and ranked 4th out of 24 systems. We observe in the
figure 8 that the average automatic scores are better
for the last summary (cluster C) and most of all that
the standard deviations extensively decrease (see table
1). The stability of our system enhance with the quan-
tity of previous time documents, the light fall with the
cluster B summaries may be due to the non-optimal
enrichment done without enough previous extracted
terms.
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Fig. 6: ROUGE versus responsiveness scores for the
24 participants of the DUC 2007 update evaluation.
Our system is the dark circle for ROUGE-2 and the
dark triangle for ROUGE-SU4.

Fig. 7: Basic Element (BE) scores of the 24 partici-
pants of the DUC 2007 update task, our system id is
47 (marked in the figure by the dark circle).

Cluster A B C
ROUGE-2 0,08170 0,08080 0,03670

ROUGE-SU4 0,08657 0,06826 0,02878

Table 1: ROUGE scores standard deviations of our
system for each document cluster used.

After analysing all the figures, one system clearly
stand out from the crowd (this system id is the 40),

Fig. 8: ROUGE recall scores (average and maxi-
mum - minimum deviations) for each document clus-
ters (A∼10, B∼8 and C∼7 articles).

this system ranks first in all the automatic and man-
ual evaluations. Our system definitely is, in term of
performance, in the pack leading group. We would
like to say, in a word, that our system runs very fast,
it only take ≈ 1 minute to compute the whole DUC
2007 update corpus on a 1.67Ghz G4 with 1.5Gb of
RAM running MAC OS X 10.4.9.

7 Discussion and applications

We have presented a cosine maximization - mini-
mization technique for producing user-oriented update
summaries. This summarization system achieves effi-
cient performances in the Document Understanding
Conference 2007 evaluation regarding to other par-
ticipants: 4th in ROUGE-2 average recall and Basic
Element average recall, 5th in ROUGE-SU4 average
recall and 7th in responsiveness in relation to 24 par-
ticipants. The results of our experiments point out
several research questions and directions for future
work. The detection of the newness of information
in the document clusters introduces too much ”noise”
in the summaries, considering only the most relevant
sentences for the term extraction have to enhance the
responsiveness. We are currently working on a more
precise similarity maximization in the redundancy re-
moval process by changing the granularity (using the
sentence instead of the whole summary). Applications
to a domain of speciality, the Organic Chemistry, is
currently in development with a Chemistry textbook
questionning system. This system will allow users to
spare time by reading only new facts and skip all al-
ready known informations.

6



Acknowledgment

This work was partially supported by the Laboratoire
de chimie organique de synthèse, FUNDP (Facultés
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Appendix

This is an example of our system output for the topic
D0726F of the DUC 2007 task. The title is ”Al Gore’s
2000 Presidential campaign” and the narrative part
is ”Give the highlights of Al Gore’s 2000 Presidential
campaign from the time he decided to run for president
until the votes were counted.”.

UPDATE DOCSUBSET=”D0726F-A”

Vice President Al Gore’s 2000 campaign has appointed
a campaign pro with local Washington connections as
its political director. Al Gore, criticized for not having
enough women in his inner circle, has hired a veteran
female strategist to be his deputy campaign manager
for his 2000 presidential bid. Al Gore will take his
first formal step toward running for president in 2000
by notifying the Federal Election Commission that he
has formed a campaign organization, aides to the vice
president said. Al Gore took his presidential campaign
to a living room that helped launch Carter and Clinton
into the White House.

UPDATE DOCSUBSET=”D0726F-B”

Patrick Kennedy, D-R.I., endorsed Vice President Al
Gore for the Democratic presidential nomination in
2000. Al Gore named a veteran of the Clinton-Gore
presidential campaigns to be his campaign press secre-
tary. Bradley retired from the Senate in 1996, briefly
mulled an independent run for president, then spent
time lecturing at Stanford University in California be-
fore deciding to challenge Gore for the Democratic
presidential nomination. Klain was criticized by some
Gore allies after President Clinton called a reporter for
The New York Times and said Gore needed to loosen
up on the campaign trail. Bill Bradley of New Jersey,
Gore’s sole competitor.

UPDATE DOCSUBSET=”D0726F-C”

After hearing that Stamford-native Lieberman had
been chosen as Al Gore’s running mate, Marsha Green-
berg decided to knit him a gift. Vice President Al
Gore, who continues to reshuffle his struggling pres-
idential campaign, has selected Donna Brazile to be
his new campaign manager, officials said. Al Gore
declared ”a new day” in his presidential bid with a
symbolic homecoming and the opening of a new cam-
paign headquarters far from the constant political in-
trigue and daily odds-making of Washington. Coelho,
Brazile and Carter Eskew, the media consultant hired
to help develop Gore’s campaign message, are already
working out of the Nashville office.
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