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t. The market of online job sear
h sites grows exponentially.This implies volumes of information (mostly in the form of free text)be
ome manually impossible to pro
ess. An analysis and assisted 
at-egorization seems relevant to address this issue. We present E-Gen, asystem whi
h aims to perform assisted analysis and 
ategorization of jobo�ers and of the responses of 
andidates. This paper presents severalstrategies based on ve
torial and probabilisti
 models to solve the prob-lem of pro�ling appli
ations a

ording to a spe
i�
 job o�er. Our obje
-tive is a system 
apable of reprodu
ing the judgement of the re
ruitment
onsultant. We have evaluated a range of measures of similarity to rank
andidatures by using ROC 
urves. Relevan
e feedba
k approa
h allowsto surpass our previous results on this task, di�
ult, diverse and higlysubje
tive.1 Introdu
tionThe exponential growth of Internet allowed the development of a market foronline job-sear
h [1, 2℄. Over last few year it is in a signi�
ant expansion (Au-gust 2003: 177 000 job o�ers, May 2008: 500 000 job o�ers)3. The Internet hasbe
ome essential in this pro
ess be
ause it allows a better �ow of information,either through job sear
h sites or by e-mail ex
hanges. The answers of 
andidates
onfer a lot of information that 
annot be managed e�
iently by 
ompanies [3℄.Even though a browser has be
ome a universal and easy tool for the users, fre-quent need to enter data into Web forms from paper sour
es, "
opy and paste"data between di�erent appli
ations, is symptomati
 of the problems of data in-tegration. Therefore it is essential to pro
ess this information by an automati
or assisted way. We developed the E-Gen system to resolve this problem.It is 
omposed of three main modules:1. The �rst module extra
ting the information from a 
orpus of e-mails of jobo�ers from Aktor's database4.3 www.keljob.
om4 Aktor Intéra
tive (www.aktor.fr)



2. The se
ond module analysing the 
andidate answers (splitting e-mails intoCover Letter (CL) and Curri
ulum Vitae (CV)).3. The third module analysing and 
omputing a relevan
e ranking of the 
an-didate answers.Our previous works present the �rst module [4℄ the identi�
ation of di�erentparts of a job o�er and the extra
tion of relevant information (
ontra
t, salary, lo-
alization et
.). The se
ond module analyses the 
ontent of a 
andidate's e-mail,using a 
ombination of rules and ma
hine learning methods (Support Ve
tor Ma-
hines, SVM). Furthermore, it separates the distin
t parts of CV and CL withan Pre
ision of 0.98 and a Re
all 0.96 [5℄. Reading a large number of 
andidateanswers for a job is a very time 
onsuming task for a re
ruiting 
onsultant. Inorder to fa
ilitate this task, we propose a system 
apable of providing an initialevaluation of 
andidate answers a

ording to various 
riteria. In this paper, wepresent the last module of E-Gen. Some related works are brie�y dis
ussed inse
tion 2. Se
tion 3 shows a general system overview. In se
tion 4, we des
ribethe pre-pro
essing task and strategy used to rank the 
andidate answers. In se
-tion 5, we present statisti
s about the textual 
orpus, experimental proto
ol andresults.2 Related WorkMany approa
hes have been proposed in literature to redu
e the 
ostly and te-dious task of managing the Human Resour
es. Candidate answers to a job-o�ersare parti
ular and ad ho
 do
uments, it allows to develop semanti
 approa
hesto analyse than. [6℄ proposes an indexing method based on the BONOM sys-tem [7℄. Their method 
onsists of using distributional attributes of do
umentsto lo
ate ea
h part to �nally index the do
ument. A semanti
-based method tosele
t 
andidate answers and to dis
uss the e
onomi
al impa
ts in the Germangovernment was proposed by [8℄. Limitations of a
tual systems of automati
 se-le
tion of 
andidate answers are presented in [2℄. They propose a system based on
ollaborative �lters (ACF ) to automati
ally sele
t pro�les of 
andidate answersin the JobFinder Website. [9℄ dis
uss the relevan
e of a 
ommon ontology (HRontology) to working e�
iently with this kind of do
uments. [3℄ des
ribes anability model and a management tool used for the 
andidate-answers sele
tion.Using the same model, [10℄ outline an HR-XML based prototype dedi
ated tothe job sear
h task. The prototype sele
ts and favors relevant information (pay-
he
k, topi
, abilities, et
.) from many job-servi
e Websites, su
h as Jobs.net,after
ollege.
om, Dire
tjobs.
om et
.The study of the more relevant do
ument � the CV � to use it automati
ally hasbeen a subje
t of many resear
hes. [11℄ proposes a data mining approa
h. Theiraim is to build automates whi
h re
ognize CV topologies and 
andidate/job-o�ers pro�les. A �rst step di�erentiates the CV of exe
utive employed fromother CV employed. They make a spe
i�
 term extra
tion to obtain a 
atego-rization with the C4.5 de
ision tree algorithm [12℄. This method fo
uses on thespe
i�
ity of sele
ted terms or 
on
epts, as edu
ation level or relevant abilities, to



build a 
lassi�er. The method results are yet poor (an a

ura
y between 0.5-0.6of 
orre
tly 
ategorized CV). [13, 14℄ have made a terminology study of 
orpus
omposed by CV (of the Vedior Bis 
ompany (http://www.vediorbis.
om)). Theirapproa
h allows to extra
t 
ollo
ations from CV 
orpus based on synta
ti
 pat-terns as Noun-Noun, Adje
tive-Noun, et
. Then these 
ollo
ations are ranked byrelevan
e to build a spe
ialized ontology. In this paper, we present an approa
hto the 
andidatures ranking by using a 
ombination of similarity measures andRelevan
e Feedba
k.3 System overviewNowadays te
hnology proposes new ways of on-line employment market. Wepropose a system whi
h answers as fast and judi
iously as possible to this 
hal-lenge. An e-mail-box re
eives messages 
ontaining the o�er. Firstly, the job o�erlanguage is identi�ed by using n-grams. Then, E-Gen parses the e-mail, splitsthe o�er into segments, and retrieves relevant information (
ontra
t, salary, lo-
ation, et
.). Subsequently a �ltering and lemmatisation pro
ess is applied totext and it will represented in a ve
tor spa
e model (VSM). A 
ategorizationof text segments (Preambule, Skills, Conta
ts,...) is obtained by means of Sup-port Ve
tor Ma
hines. This preliminary 
lassi�
ation is afterwards transmittedto a �
orre
tive� post-pro
ess whi
h improves the quality of the solution (Task1, des
ribed in [4℄). During the publi
ation of a job o�er, Aktor generates ane-mail address for applying to the job. Ea
h e-mail is redire
ted to a Human Re-sour
es software, (Gestmax5) to be read by a re
ruiting 
onsultant. At this step,E-Gen analyses the 
andidate's answers to identify ea
h part of the 
andida
yand extra
ts the text the from e-mail and atta
hed �les (by using wvWare6 andpdftotext7). After a pre-pro
essing task, we use a 
ombination of rules and ma-
hine learning methods to separate ea
h distin
t part (CV or CL). The pro
ess(task 2) is des
ribed in [5℄. On
e CL and CV are identi�ed, the system performsan automated pro�ling of this 
andidature by using measures of similarity anda small number of 
andidatures previously validated as relevant 
andidatures bya re
ruitment 
onsultant (Task 3). The whole of the 
hain of E-Gen System isrepresented in �gure 1.4 Ranking of 
andidatures4.1 Corpus pre-pro
essingA 
lassi
al pre-pro
essing is applied to Textual information (CV et CL). Weremove information su
h as names of 
andidates, addresses, e-mails, names of
ities. A

ents are deleted and 
apital letters are normalised. In order to avoidthe introdu
tion of noise into the models8, the following items are also deleted:5 http://www.gestmax.fr6 http://wvware.sour
eforge.net7 http://www.bluem.net/downloads/pdftotext_en8 These pre-pro
essing are not applied in the n-grams representation.
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Fig. 1. System overview.verbs and fun
tional words (to be, to have, to need,...), 
ommon expressionswith a stop words list9(for example, that is, ea
h of,...), numbers (in numeri
and/or textual format), symbols su
h as �$�,�#�, �*�. Finally, lemmatisation10 isperformed to signi�
antly redu
e size of the lexi
on. All these pro
esses allow usto represent the 
olle
tion of do
uments through the bag-of-words paradigm (amatrix of frequen
ies of terms (
olumns) for ea
h 
andidate answer (rows)).4.2 Comparison between 
andidatures and job o�er using similaritymeasureEa
h do
ument is transformed into a ve
tor with weights 
hara
terizing thefrequen
y of terms Tf and Tf-idf [15℄.We have established a strategy using measures of similarity, to rank all 
an-didatures in relation to a job o�er. We 
ombined di�erent similarity measuresbetween the 
andidate answers (CV and LM) and the asso
iated job o�er. Wealso tested several similarity measures as de�ned in [16℄: cosine (1), whi
h 
al
u-lates the angle between job o�er and ea
h 
andidate answer, Minkowski distan
es(2) (p = 1 for Manhattan, p = 2 for eu
lid). The last measure used is Okabis(3) [17℄. Based on okapi [18℄ formula, this measure is often used in InformationRetrieval.
sim
osine(j, d) =

∑n

i=1
ji · di

√
∑n

i=1
j2

i ·
∑n

i=1
d2

i

(1)
simMinkowski(j, d) =

1

1 +
(
∑n

i=1
|ji − di|p

) 1

p

(2)9 http://sites.univ-proven
e.fr/∼veronis/donnees/index.html10 Lemmatisation �nds the root of verbs and transforms plural and/or feminine wordsto mas
uline singular form. So we 
on�ate terms sing, sang, sung, will sing into sing.



Okabis(d, j) =
∑

i∈d∩j

∑n

i=1
ji · di

∑n

i=1
ji · di +

√
|d|

Md

(3)where j is a job o�er, d is a 
andidate answer, i a term, ji and di o

urren
e of irespe
tively in j and d, and Md their average size.Several other similarity measures (Overlap, Enertex, Needleman-Wuns
h, Jaro-Winkler)have been tested but they are not retained in this study, be
ause the results obtainedare disapointing. All measures used and their 
ombinations are des
ribed in [19℄.4.3 Extra
tion of featuresIn the following se
tions, we des
ribe a number of features that will be used to repre-sent the do
uments. These features are based on grammati
al information, n-grams of
hara
ters and semanti
 information.Filtering and weighting of words a

ording to their grammati
al labelTo improve the performan
e of similarity measures (se
tion 4.2), we performed anextra
tion of grammati
al information in the 
orpus with TreeTagger11 [20℄. We foundthat CV are short do
uments (usually not ex
eeding one page) and synta
ti
ally poor:few subje
ts and verbs in senten
es, senten
es in summary form, many lists of nounsand adje
tives, et
 [13℄. The words respe
ting spe
i�
 grammati
al labels 
an thusbe more or less interesting. We propose to extra
t the following terms : N (Noun)A(adje
tive) V(Verb). These terms alone will be sele
ted as the basis of the ve
torrepresentation of do
uments. We tested di�erent 
ombinations and weights.Chara
ter n-grams Mainly used in spee
h re
ognition, n-grams of 
hara
ters havebeen used in text analysis [21℄. Resear
h shows the e�e
tiveness of n-grams as a methodof text representation [22, 23℄. An n-gram is like a moving window over a text, where
n is the number of 
hara
ter in the window. An n-gram is a sequen
e of n 
onse
utive
hara
ters. The move is pro
essed by steps, one step related to one 
hara
ter. Then thefrequen
ies of n-grams found are 
omputed. For example, the senten
e "developer phpmysql" is represented with tri-grams [dev, eve, vel, elo, lop, ope, per, er_, r_p, _ph,php, hp_, p_m, _my, mys, ysq, sql℄. We represent the spa
e in the n-grams by usingthe "_". This representation automati
ally 
aptures the most stem of words, avoidinglexi
al root resear
h. The se
ond interest of this representation is their toleran
e tospelling mistakes and typographi
al errors often found in CV and CL12. We testeddi�erent n-size windows (3/4/5/6-grams).Semanti
 enri
hment of the job o�er Observation of terms with the mostin�uen
e when 
omputing the similarity measure, led us to 
onsider enhan
ing the11 http://www.ims.uni-stuttgart.de/projekte/
orplex/TreeTagger/ : TreeTagger is atool for annotating text with part-of-spee
h and lemma information.12 For example, a words system will have di�
ulty re
ognizing the word "Developper"misspelled (with two p).




ontent of the job o�er with an ontology derived from the base ROME13 from ANPE14.We enri
hed ea
h job with skills and edu
ational levels expe
ted15.Relevan
e feedba
k We 
hanged the system to in
orporate a pro
ess of Relevan
eFeedba
k [24℄. Relevan
e feedba
k is a 
lassi
al method used parti
ulary for manualquery reformulation. For exemple, the user 
arefully 
he
ks the answer set resultingfrom an initial query, and then reformulates the query. Ro

hio algorithm [25℄ andvariations have found wide usage in information retrieval and related areas su
h astext 
ategorisation [26℄. Relevan
e Feedba
k has been proposed [27℄ to help the userto �nd a job with with server logs from the site JobFinder16.In our system, Relevan
e Feedba
k takes into a

ount the re
ruiting 
onsultant
hoi
e during a �rst evaluation of few CVs. Our goal is not a system 
apable of �ndingthe best 
andidate, but a system 
apable of reprodu
ing the judgement of the re
ruit-ment 
onsultant. It is 
riti
al for re
ruiters not to miss a good 
andidate that theymay have unfortunately reje
ted. The goal of this Relevan
e Feedba
k approa
h is tohelp them to avoid this kind of error. This approa
h exploits do
uments returned inresponse to a �rst request to improve the sear
h results [28℄. In this 
ase, we randomlytake few 
andidate answers (one to six in our experiments) amongst all relevant 
an-didate answers. These are added to the job o�er. So we use manual relevan
e feedba
kto re�e
t the user judgements in the resulting ranking. We in
rease the ve
tor rep-resentation with the terms from the 
andidates 
onsidered relevant by a re
ruitment
onsultant. System will re
ompute similarity between the 
andidate's answer that weevaluate and job o�er enri
hed with relevant 
andidates.5 ExperimentsWe have sele
ted a data subset from Aktor's database. This subset is 
alled Corpus Mis-sion. It 
ontains a set of job o�ers with various themati
s (jobs in a

ountan
y, businessenterprise, 
omputer s
ien
e, et
.) and their 
andidates. As des
ribed in [19℄,ea
h do
-ument is segmented to keep relevant parts (we remove the des
ription of the 
ompanyfor the job o�er and the last third of CV and CL). Ea
h 
andidate is tagged relevantor irrelevant. A relevant value 
orresponds to a potential 
andidate for a given job
hosen by the re
ruiting 
onsultant. A irrelevant value is asso
iated to an unsuitable
andidate for the job (this is a de
ision if the human ressour
es of the 
ompany). Ourstudy was 
ondu
ted on fren
h job o�ers be
ause the fren
h market represents Aktor'smain a
tivity. Table 1 shows a few statisti
s about the Corpus Mission.13 Répertoire Opérationnel des Métiers et des Emplois , Operational List of Jobs andSkills14 Agen
e National Pour l'Emploi, National Agen
y for Employmenthttp://www.anpe.fr/espa
e
andidat/romeligne/RliIndex.do15 Example: 32321/developer/Ba
+2 à Ba
+4 in 
omputing CFPA, BTS,DUT;development and maintenan
e of 
omputing appli
ations, fun
tionalanalysis, engineering design, 
oding, development and do
umentation ofprograms et
.16 JobFinder (job�nder.
om)



Number of Number ofNumber Job's Title 
andidate answers relevant irrelevant34861 sales engineer 40 14 2631702 a

ountant, Department suppliers 55 23 3233633 sales engineer 65 18 4734865 a

ountant assistant 67 10 5734783 a

ountant assistant 108 9 9933746 3 
hefs 116 60 5633553 Trade Commissioner 117 17 10033725 urban sales 
onsultant 118 43 7531022 re
ruitment assistant 221 28 19331274 a

ountant assistant junior 224 26 19834119 sales assistant 257 10 24731767 a

ountant assistant junior 437 51 386Total 1917 323 1594Table 1. Corpus statisti
s.5.1 Experimental proto
olWe want to measure the similarity between a job o�er and its 
andidate's answers.Corpus Mission is 
omposed of 12 job o�ers asso
iated with at least 9 
andidatesidenti�ed as relevant for ea
h one. These measures (se
tion 4.2) rank the 
andidateanswers by 
omputing a similarity between a job o�er and their asso
iated 
andidateanswers.We use the ROC 
urves to evaluate the quality ranking obtained. ROC 
urves [29℄
ome from the �eld of signal pro
essing. They are used in medi
ine to evaluate thevalidity of diagnosti
 tests. In our 
ase, ROC 
urves show the rate of irrelevant 
andi-date answers on X-axis and the rate of relevant 
andidate answers on Y-axis. The AreaUnder the Curve (AUC) 
an be interpretated as the e�e
tiveness of a measurement ofinterest. In the 
ase of 
andidate answers ranking, a perfe
t ROC 
urve 
orrespondsto obtain all relevant 
andidate answers at the beginning of the list and all irrelevantat the end. This situation 
orresponds to AUC = 1. The diagonal line 
orresponds tothe performan
e of a random system, progress of the rate of relevant 
andidate beinga

ompanied by an equivalent degradation of the rate of irrelevant 
andidate. Thissituation 
orresponds to AUC = 0.5. An e�e
tive measurement of interest to order
andidate answers 
onsists in obtaining the highest AUC value. This is stri
tly equiv-alent to minimizing the sum of the ranks of the relevant 
andidate's answers. ROC
urves are resistant to imbalan
e (for example, an imbalan
e in number of positiveand negative examples) [13℄. For ea
h job o�er, we evaluated the quality of rankingobtained by this method. Candidate answers 
onsidered are only those 
omposed ofCV and CL.5.2 ResultsTable 2 shows the best results obtained for ea
h method. Ea
h test is 
arried out 100times with a random distribution of relevant 
andidatures for Relevan
e Feedba
k.Then we 
ompute an average of AUC s
ores obtained (the 
urve shows the average forea
h size). The TF 
orresponds to the results obtained with the frequen
y of ea
h termas unit. TF-IDF uses the produ
t of terms frequen
y and inverse do
ument frequen
y.TF and TF-IDF representations give globally similar results with AUC s
ore at 0.64.Small size of 
orpus used 
an explain these results. Using 
ombination and weighting



of grammati
al 
lasses representation (Grammati
al Labels) gives also 
lose results. N-grams results are obtained with 5-grams. With AUC s
ore at 0.6, n-grams results arepoor. We plan, in order to improve the n-grams results, to �nd and remove frequentand insigni�
ant strings. Job o�er enri
hed 
orresponds to the results obtained withsemanti
 enri
hment of job o�er. With AUC s
ore at 0.62, semanti
 expansion doesnot improve referent results. Additional information about job o�er are not requiredand it seems degrade performan
e of the system but additional tests are ne
essary.
N-grams Job o�erenri
hed TF TF-IDF Grammati
alLabels Relevan
eFeedba
kJob o�er/CV and CL 0.60 0.62 0.64 0.64 0.64 0.66Table 2. Comparison of AUC s
ore for ea
h method.
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Fig. 2. Comparison of AUC s
ore for ea
h size of Relevan
e Feedba
k.Figure 2 presents results obtained with di�erent sizes of relevan
e feedba
k (RF1
orresponds to one 
andidature added to the job o�er, RF2 two, et
.). We use a
tuallyresidual ranking [30℄: do
uments that are used for relevan
e feedba
k are removed fromthe 
olle
tion before ranking with the reformulated query. We observe that Relevan
eFeedba
k allows to improve the results more signi�
antly. RF1 gives an average AUCs
ore at 0.65 and RF6 at 0.66. Currently, we study results for ea
h mission, but they arequite disparate. For example, mission 33725 shows a good in
rease between ea
h sizeof relevan
e feedba
k (TF : 0.595, RF1: 0.685, RF6:0.716) while for others the in
reasewas less obvious (mission 33633 TF : 0.561, RF1: 0.555, RF6:0.579).The study of resultsshows that some missions has some empty 
andidate with label relevant. This leadsthe system to degrade performan
e when they are sele
ted. Note that it is impossible



to experiment RFn with n > 6 be
ause of the number of 
andidates too small for somejob o�ers (see table 1).6 Con
lusion and future workThe pro
essing of a job o�er is a di�
ult and highly subje
tive task. The informationwe use in this kind of pro
ess is not well formated in natural language, but followsa 
onventional stru
ture. In this paper, we present the third module of the E-Genproje
t, a system for pro
essing of a job-o�er. The system allows to assist an em-ployer in a re
ruitment task. The third module we presented in this paper fo
useson 
andidate-answers to job o�ers. We rank the 
andidate answers by using di�erentsimilarity measures and di�erent do
ument representations in ve
tor spa
e model. We
hoose to evaluate the quality of our approa
hes by 
omputing Area Under the Curve.
AUC obtained with our relevan
e-feedba
k-based-approa
h shows an improvement ofresult. As future work, we plan to apply other treatments, su
h as �nding dis
riminantfeatures of irrelevant 
andidatures to use Ro

hio algorithm [25℄, weighting the di�er-ent segments of a mission, et
. to improve results. We also plan to take into a

ountother parameters su
h as vo
abulary used and spelling. Thus we will perform a betteranalysis of the 
over letters. A
tually, CL are not really used by an employer in a de
i-sion pro
ess. Finally we propose to measure the CV quality by building an evaluationin a Internet portal. Our aim with this evaluation is to present to a job-�nder a list ofrelevant job-o�ers in agreement with this pro�le.A
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