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Abstract

This paper presents the LIA summariza-
tion systems participating to DUC 2007.
This is the second participation of the LIA
at DUC and we will discuss our systems
in both main and update tasks. The system
proposed for the main task is the combina-
tion of seven different sentence selection
systems. The fusion of the system outputs
is made with a weighted graph where the
cost functions integrate the votes of each
system. The final summary corresponds
to the best path in this graph. Our experi-
ments corroborate the results we obtained
at DUC 2006, the fusion of the multiple
systems always outperforms the best sys-
tem alone. The update task introduces a
new kind of summarization, the over the
time update summarization. We propose
a cosine maximization-minimization ap-
proach. Our system relies on two main
concepts. The first one is the cross sum-
mary redundancy removal which tempt to
limit the redundancy between the update
summary and the previous ones. The sec-
ond concept is the novelty detection in a
cluster of documents. In the DUC 2007
main and update evaluations, our systems
obtained very good results in both auto-
matic and human evaluations.

1 Introduction

The 2007 Document Understanding Conference
(DUC) organized by NIST have introduced a new
pilot task besides the main real-world complex ques-
tion answering task. The pilot task is to produce
short (100 words maximum) multi-document up-to-
date summaries of newswire articles, the time no-
tion is added to the task by using different docu-
ment clusters representing the corpus at different
times. This is the second participation of LIA to
the DUC workshop, the system we use for the main
task is obviously the same as for 2006, but enhanced
by adding more summarizers. The main original-
ity of the LIA system is its use of a fusion process
for combining the outputs of different summariza-
tion systems developed by our team and based on
widely different sentence selection algorithms. In
the framework of the main task, we will try to see
if the 2006 results on system fusion are confirmed
using 2007 data (section 2). For the update task,
we will focus on developing a simple yet efficient
approach that can be used as a base for further im-
provements (section 3).

2 Main task: query oriented
multi-document summarization

For DUC 2007, we kept the same approach as for
DUC 2006: generating a summary from the outputs
of multiple systems. Following the extractive sum-
marization paradigm, each summarizer generates a
list of sentences ranked according to the user query.
Then, a fusion process builds a sentence selection
that fits the 250 word limit while reflecting ranked
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Figure 1: Main scheme of the fusion of multiple sen-
tence selection systems.
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lists agreement. Linguistic quality and non redun-
dancy are improved in a post-processing step that
back-propagates constraints to the fusion. Figure 1
illustrates the whole process. Details on the different
modules can be found in our last year paper (Favre
et al., 2006). Our approach has proved in 2006 that
the fusion would improve individual system perfor-
mance and that involving more systems (with decent
performance) would limit over-training risk on pre-
vious years data.

2.1 System description

The pre-processing includes tokenization, word nor-
malization, recapitalization of proper names, decap-
italization of sentence head-words and link-word re-
moval. The sentences are used as a common in-
put of the different systems. Text segmentation
in sentences now take heed of document structures
to detect sentence boundaries. In our implementa-
tion, sentence selection is mainly based information
retrieval and unsupervised summarization models.
This year, we have gathered 7 systems that focus on
various models:

(S1) MMR-LSA: Maximal Marginal Relevance
(Goldstein et al., 2000) using similarity be-
tween sentences in a Latent Semantic space (re-
duced co-occurrence matrix). User query is in-
terpolated with global information distribution.

(S2) NEO-CORTEX: many statistical features are
combined using an optimality criterion. This
system is described in (Boudin and Torres-
Moreno, 2007) and includes informations
about the document set as a whole and sentence
score rescaling according to their relevance in
individual documents.

(S3) Variable length insertion gap n-term model:
topic words, lemma and stems and aligned to
sentences to compute a coverage rate. This
score is scaled with sentence position informa-
tion.

(S4) Vector Space Model (Buckley et al., 1995):
similarity between a sentence and the topic is
computed using the LNU*LTC metric.

(S5) Okapi similarity (Robertson et al., 1996).

(S6) Prosit similarity (Amati and Van Rijsbergen,
2002).

(S7) Compactness score: this score was developed
for the answer extraction component of the
LIA Question Answering System (Gillard et
al., 2006). The main idea is that density and
closeness of important words found in a ques-
tion can help to extract the best answer candi-
date. It allows to score each sentences from the
closeness and density (“compactness”) of the
important words of the topic that appeared in-
side the sentence.

Systems S1, S2, S3 and S7 are very similar to the
ones used in 2006. S4, S5 and S6 are quick imple-
mentations of retrieval models to ensure diversity in
the fusion process. These models follow the descrip-
tion in (Savoy and Abdou, 2006) using similar pa-
rameters. Stemming and stop-word stripping have
been applied. The 7 systems generate ranked sen-
tence lists according to the user query that will be
merged in a fusion process.

For the fusion, we build a sentence graph with ev-
ery valid summary (approx. 250 words) from the
ranked lists. Sentences are weighted according to
their ranks and scores from the systems. Heuristics
have been integrated to limit relative references (pro-
nouns, time...) and reflect constraints of the post-
processing.

Post-processing include a person name rewriter
and an acronym rewriter. The first occurrence of
acronyms and persons use full forms while next
occurrences are replaced by shorted forms. Post-
processing also includes simple redundancy removal
using a textual inference baseline : word-overlap.
Sentences bringing less than a percentage of new
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Figure 2: Recall ROUGE results, ROUGE-2 and SU4, for the 7 systems and the fusion on DUC 2006 and

2007 corpora

content words to the summary are considered re-
dundant and marked. Sentences that contain long
forms of acronyms or person names are also marked.
New sentence lengths, redundancy and rewriting
constraints are back-propagated to a second pass of
fusion to generate the final summary.

2.2 Results

Figure 2 shows the ROUGE scores obtained by our
7 systems on DUC 2006 and DUC 2007 corpora.
The fusion of the 7 systems is also displayed. The
fusion process always improve the scores over ther
best system alone. These results corroborate the fact
that the combination of several systems outperform
the best system and prevent overfitting on the train-
ing corpora. In other words, assembling very differ-
ent sentence selection algorithms is a good strategy.
Indeed, the reliability of our systems is low. We can
observe that S2 was very performant in DUC 2006
but in DUC 2007 was the worst system. The fusion
strategy allow to overcome these kind of stability is-
sues.

The rest of this section presents the results ob-
tained by our system (id is 3) at the DUC 2007 main
evaluation. Among the 30 participants, our system
ranks 9" in ROUGE-2 and 11" in Basic Elements
evaluation, 8" in ROUGE-SU4 evaluation and 8"

in manual evaluation. Figure 7 shows the position
of our system in the ROUGE automatic evaluations
comparing to the other 29 participants and the two
baselines (ids are 1 and 2). For ROUGE-2, our sys-
tem scored 0.106 where the mean of all systems
was 0.0948 with standard deviation of 0.0188. For
ROUGE-SU4 our system scored 0.159, which is a
above the mean of all systems that was 0.1474 with
standard deviation of 0.021.

Figure 4 refers to the average content responsive-
ness score. This score is an integer between 1 (very
poor) and 5 (very good) and is based on the amount
of information in the summary that satisfies the user
information need. The average responsiveness score
obtained by our system was 2.933, which is above
the mean (2.61 with standard deviation of 0.462).
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Figure 3: Recall ROUGE results, ROUGE-2 and
SU4, for the 32 systems at DUC 2007. Our system
id is 3 (marked in the figure by a dark square), the
systems 1 and 2 are two baselines.
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Figure 4: Average content responsiveness score of
the 32 systems at DUC 2007. Our system id is 3
(marked in the figure by the dark bar).

3 The update task: A Cosine
Maximization-Minimization approach

The update task of DUC 2007 is to produce short
summaries (maximum 100 words) from three small

document clusters representing the corpus through
the time. The summarizer has to take into account
the already read newswire articles and remove their
information from the candidate summary. We pro-
pose a statistical method based on a maximization-
minimization of simple similarity measures using
the vector space model. The main motivation of this
method is to minimize the redundancy of informa-
tion between the different time summaries and in the
same time maximize the accuracy of the information
in relation to the given topic. A simple cosine sim-
ilarity (Salton, 1989) scoring method is used as the
core system to produce sentence scores (defined in
formula 1), each sentence is compared to the topic
using a cosinus similarity between the two vectors
(the term weighting used is the well known ¢ f x idf
(McGill and Salton, 1983)). As the sentence of the
whole cluster are scored according to the same topic,
inter-sentence redundancy within the summary is an
important problem. Thus, a sentence is added to the
final summary only if all the cosine scores compared
to the other sentences are lower than a threshold 7.
Figure 5 give a global overview of the main archi-
tecture of our system. The following subsections
formally define the measures and the methods that
we have implemented in our summarizer.

- 5.1
cos(§,t) = —HS = (1)
s+

In our case, §'is the vectorial representation of the
candidate sentence and ¢ for the topic.

f Topic
Newness Summarization Redundancy Final
detection engine removal SLATELR]

Previous
summaries

Newswire
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Figure 5: General architecture of the update summa-
rization system.



3.1 Cross summary redondancy removal

The information about a particular topic contained
by the candidate summary have to be different than
the information of the previous time summaries and
inform the reader of new facts. We propose to
modify the sentence scoring method and minimize
the score of sentences sharing duplicate informa-
tion with previous summaries. Formally, n, early
summaries are represented as a set of vectors II =
{P1,P2,...,Pn,} in the termspace =. Our sentence
scoring method (formula 2) calculates a ratio be-
tween two angles: the sentence § with the topic
¢ and the sentence with the all previous np sum-
maries. The smaller value 7(5,% ) and the higher
value ¢(§,IT) produces the greater score R(e):

oy n(Et)
R(5,t,11) = —¢(§7 41 (2
where: 7(s,t) = cos(5,1)
G(5,10) = /3277 cos(5, pi)?
0<mn(e); ¢(e) <1
Therefore:
max R(s) = { 2?:: (Z((:)) 3)

The highest scored sentence § is the most rele-
vant assuming the topic t (ie. n — 1) and, si-
multaneously, the most different assuming the pre-
vious summaries II (i.e ¢ — 0). Our approach is
based on the principles that Maximal Marginal Rele-
vance (MMR) but differs from these in several ways.
Our system relies on the simple idea that a candi-
date sentence is high relevant if it is both relevant to
the query and contains minimal similarity to previ-
ously produced summaries. Thus, the similarity is
calculated between the sentence, the query and pre-
vious summaries instead of the query and previous
sentences (the granularity is changed). Our scor-
ing method remains much simple than MMR and
adapted to this particular task.

3.2 Novelty boosting

The problem of the scoring method is that all scores
are evaluated in relation to a particular topic. Re-
moving information redundancy by the previously

defined technique forces irrelevant sentences to en-
ter the summary. To provide relief to the scoring
method, we propose to enrich the topic with the most
relevant information of the document cluster. In the
same way as several works in document clustering
use a list of high weighted terms as topic descrip-
tors, we suggest to enrich the topic of a cluster X
at time ¢y with a bag of words Bx of the n; high
unique weighted terms present in cluster X and not
in clusters at time ¢ < tp. In other words, the novelty
of information of a document cluster A in relation
to already processed clusters is the difference of it’s
bag of words B4 and the intersection of B 4 with all
the previous cluster’s bags of words (see formula 4).
The system uses the terms of Bx to enrich the topic
t of the cluster X, the topic is extended by a small
part of the unique information contained in the clus-
ter so as to focus selected sentences not only on the
topic but also to represent the unique information of
the cluster.

Tp
Bx =Bx\ |JBi 4)
i=1
3.3 Summary construction

The final summary is constructed by arranging the
highest score sentences until the limit size of 100
words is reached, as a consequence the last sentence
have a very high probability to be truncated. A best
fit method (try to output exactly 100 words) may
lead to poor results as there are not so many candi-
date sentences brining new information to the sum-
mary. We propose a last sentence selection method
to improve the summary’s reading quality by look-
ing at the next sentence, this method is applied only
if the remaining word number in greater than 5; oth-
erwise we just produce a non-optimal size summary.
The sentence after the last one is preferred to the
last one if it’s length is almost 33% shorter and, to
avoid noise, if it’s score is greater than a threshold of
0.15. In all cases the last summary sentence is trun-
cated of 3 words maximum. By this, we try to pro-
tect the sentence grammaticality and remove only
stop-words and very high frequency words from the
3 remaining words. A set of about fifty re-writing
patterns and a dictionary based name redundancy
removal system have been specially created for the
DUC update task.



3.4 Results

This section present the results obtained by our sys-
tem at the DUC 2007 update evaluation. No training
corpus was, at the time of submission, available and
there was, as far as we known, no equivalent corpora
for training systems. Only manual evaluation of the
output summaries was possible, this explains why
the parameters used for the system submission are
not optimal. The following parameters have been
used for the final evaluation : Bag of words size =
15, Redundancy threshold 7 = 0.4, minimal sen-
tence length = 5. Among the 24 participants, our
system ranks 4" in both ROUGE-2 and Basic Ele-
ment evaluation, the 5/ in ROUGE-SU4 evaluation
and the 7*" in overall responsiveness. The figure 6
shows the correlation between the average ROUGE
scores (ROUGE-2 and ROUGE-SU4) of the systems
and their average responsiveness scores. The av-
erage responsiveness score obtained by our system
was 2.633, which is above the mean (2.32 with stan-
dard deviation of 0.35). Our system is contained
in the group of the top 8 well balanced systems (It
must be noticed that the value of the scores range in
a small interval), the relatively low responsiveness
score (ranked only 7*) is maybe due to the poor sen-
tence post-processing. For average Basic Element
(BE) our system scored 0.05458, which is above the
mean (0.04093 with standard deviation of 0.0139)
and ranked 4" out of 24 systems.

Cluster A B C
ROUGE-2 0.08170 | 0.08080 | 0.03670
ROUGE-SU4 || 0.08657 | 0.06826 | 0.02878

Table 1: Standard deviations of our system ROUGE
scores in relation to the cluster used.

We observe in the figure 7 that the average auto-
matic scores are better for the last summary (cluster
C) and most of all that the standard deviations ex-
tensively decrease (see table 1). The stability of our
system enhances with the quantity of previous doc-
uments, the slight decrease with the cluster B sum-
maries may be due to the non-optimal enrichment
done without enough previous extracted terms. Af-
ter analysing all the figures, our system definitely is,
in term of performance, in the pack leading group.

To conclude about the update task, we have pro-
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Figure 6: The correlation between ROUGE average
recall scores and the responsiveness score for the
24 participants of the DUC 2007 update evaluation.
Our system is represented by a dark circle (ROUGE-
2) and a dark triangle (ROUGE-SU4).
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Figure 7: ROUGE recall scores (average and min-
imum - maximum) for each cluster of documents
(A~10, B~8 and C~7 articles).

posed a simple and fast system. This system mod-
els redundancy from previous knowledge and boosts



new information using query expansion. To improve
its performance, we will have to implement a better
post-processing.

4 Discussion

In this paper, we have reported on the LIA participa-
tion in DUC 2007. On the main task, we extended
our 2006 approach with new systems in the fusion
process. The results confirmed that the fusion brings
more stability and reduces the overfitting risk.

We also participated to the new update task in
which we had to include knowledge of previously
seen documents as redundancy. We proposed a sim-
ple approach that appeared to be quite successful.
The approach selects sentences similar to the topic
while dissimilar to the already known information.
Then, new information is boosted by expanding the
topic with words appearing only in the new docu-
ments.

Future work include the porting of the fusion
paradigm to the update task and implementation of
sentence compression in this framework. In a more
general way, the update task needs a specific evalu-
ation of redundancy from the previous cluster (man-
ual and/or automatic) as this is not reflected by cur-
rent evaluation. In the long term, we push forward
to evaluate speech summarization which is of great
interest for us.
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