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Abstract. This paper discusses an approach to topic-oriented multi-
document summarization. It investigates the effectiveness of using addi-
tional information about the document set as a whole, as well as indi-
vidual documents. We present NEO-CORTEX, a multi-document sum-
marization system based on the existing CORTEX system. Results are
reported for experiments with a document base formed by the NIST
DUC-2005 and DUC-2006 data. Our experiments have shown that NEO-
CORTEX is an effective system and achieves good performance on topic-
oriented multi-document summarization task.
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1 Introduction

The Big companies, civil services and laboratories are confronted with a chal-
lenge: manage the mass of unstructured electronic textual documents. How to
quickly find relevant information? How to display the information in a simple and
fast way? The notion of automatic text summarization becomes one of the big
subjects of Natural Language Processing (NLP). Rather than to diffuse whole
documents, is it not preferable to diffuse only summaries containing the relevant
information? Indeed, it is easier to read some lines than to read a huge number
of pages to find out if the information wanted is there. In this paper, we present
NEO-CORTEX, a system for summarizing multiple documents concerning a
given topic. NEO-CORTEX was one of the five sentence selection systems used
by the LIA-THALES system at the NIST Document Understanding Conference
(DUC) 2006. This paper is organized as follows: Section 3 presents the overall
system, Section 4 describes the adaptations made for the DUC 2006 task. In Sec-
tion 5, we analyze the results of NEO-CORTEX system and Section 6 concludes
and shows future work.
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2 Background and related works

This paper describes an approach to topic-oriented multi-document summariza-
tion (MDS). Builds on previous work in single-document summarization (SDS),
this approach uses additional information about the document set as a whole,
as well as individual documents. Generating an effective summary requires the
summarizer to select, evaluate, order and aggregate items of information ac-
cording to their relevance to a particular subject or purpose [1,2]. Introduced
by Luhn [3] at the end of the fifties with the text-span deletion summarization
system, automatic summarization is a process to transform source texts into a
reduced target text in which the relevant information is preserved. Most of the
works in sentence extraction applied statistical techniques (frequency analysis,
overlap, etc.) to linguistic units such as terms, sentences, etc. Other approaches
are based on the structure of the document (cue words, structural indicators) [4,
5], the combination of information extraction and language generation, machine
learning [6,7] to find patterns in text, lexical chains [8,9] or Rhetorical Struc-
ture Theory (RST) [10]. Previous works showed that researchers have extended
various aspects of SDS approaches to apply to MDS. Our approach is based on
the same principle but differs from these in several ways. It attempts to use a
topic-independent SDS based mainly on statistical processing and to generate a
query-relevant summary.

3 System overview

The COndensation et Résumés de TEXtes [11] (CORTEX) is a performant and
language independent SDS system [11-13]. The challenge was it’s adaptation to
a user-oriented MDS by introducing new features. The idea of CORTEX is to
represent the text in an appropriate space and apply numeric treatments. In
order to reduce the complexity, some reductions and filtering preprocessing are
applied. Deletion of stop-words, words in high and very low frequency, text in
brackets, figures and symbols. Each word is replaced by the stemming form of
it’s lemma to maximize coverage of relevant terms. The stemming algorithm
used was the Porter stemmer [14]. The choice of combining lemmatization and
stemming (see table 1) was done to overcome the problem of an incomplete
lemma database (i.e. not containing all inflected and derived forms of words).

Word ||Lemma|Stem |Lemma + Stem
being be be be

was be wa be
natural . natur natur

Table 1. Examples of lemmatization and stemming preprocessing. The third exam-
ple shows the possible problem of incomplete lemma database (the word ”natural”
considered as non present in the lemma database).
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The system uses an optimal decision algorithm that combines several metrics
(up to I' = 13 metrics [12]) resulting from processing statistical and informa-
tional algorithms to the document vector space representation (represented as
a term/sentence matrix v and a presence matrix £ (1), only terms of frequency
greater than two appears). The value 7, , means 0 if the word x is in the sen-
tence y and a positive value otherwise (can be boolean or frequency). N is the
word set cardinality of the document and M is the sentence number.

Y1 M2t NN
V21 Y22 2N | o {1 if ¥j,m exists}
. . . . ’ J,me

(1)

7= 0 elsewhere

YM,1 VM2 YM,N

The decision algorithm relies on all the normalized metrics (between [0, 1]) com-
bined in a sophisticated way and calculates the score (Score°"**) for each sen-
tence s. Two averages are calculated: the positive tendency, that is A; > 0.5, and
the negative tendency, for Ay < 0.5 (the case A\s = 0.5 is ignored !). To calculate
this average, we always divide by the total number of metrics I" and not by the
number of ”positive” or "negative” elements (real average of the tendencies). So,
by dividing by I', we have developed an algorithm more decisive than the simple
average and even more realistic than the real average of the tendencies. Here is

the decision algorithm that allows to include the vote of each metrics:

s r
doa=Y (Xl -05) (1AL > 0.5 (2)

v=1

s r
> B=Y 05— A ALl <05 ‘)
v=1

v is the index of the metrics, Zf is the sum of the absolute differences between
Al and 0.5, Y%« are the ”positive” normalized metrics, >.° 3 the negative
normalized metrics and I" the number of metrics used. The value attributed to
every sentence is calculated in the following way:

if (32 a>32"p)
(4)
then Scorec ' = 0.5+ > /I : retain the sentence s

else Scorecre® = (.5 — " 3/I" : not retain the sentence s

A? is the value used for the final decision whether or not to retain the sentence
s. In the end, Np sentences are sorted according to this value A%;s=1,---, Np.

! Simple average may be ambiguous if the value is close to 0.5, but the decision
algorithm eliminates the sentences that their score is 0.5.
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In order to summarize multiple documents, we have introduced two new
parameters. A global parameter, the similarity between a document and the
topic and a local parameter, the word overlap between a sentence and the topic.

3.1 Similarity

The CORTEX scores of each sentences are calculated for a single document,
the score scale must be normalized to take into account the relevance degree
of each document to the topic. Indeed, a relevant sentence of a document can
have a lower score than a non relevant sentence of another document. This is
due to the inter-document independency of the scores calculated by CORTEX.
The similarity parameter (5) is a cosine similarity [15] and allows us to compute
the similarity of two vectors, which are in our case the whole document vg =
(v, w2 v™), d =1 Nbgoe; Nbgoe is the total number of document and the
topic wy = (whw?,---,w"), t = 1---7; 7 is the total number of topics. The
dimension n is the number of different terms contained in the document and the
topic. Similarity is then calculated as:

S vg.wy (5)
V2ova® + ) wi?

We use the tf.idf [16] measure (term frequency, inverse document frequency)
to obtain the weight of a term. This weight is a statistical measure used to
evaluate how important a term is to a document. The importance increases
proportionally to the number of times a term appears in the document but is
offset by how common the term is in all of the documents in the collection. The
idf measure was computed on the whole DUC document collection?.

Sim(vg,wt) =

(6)

Nb oc
tfidfy,; = tfu,; xlog< d >

J

tfuq,; is the frequency of the term j in the document vg, n; is the number of

documents in which the term j is present. Similarity values are normalized in
[0, 1].

3.2 Overlap

We have introduced this measure believing that the selected sentences have
to share the same information as the topic. In order to quantify the shared
information, we have chosen the number of common words between the topic
and a sentence s. The Overlap, calculated for each sentence, is the normalized
cardinality of the intersection between the sentence word set S and the topic
word set T. This measure forces high ranking for sentences containing topic

2 See section 4 for more informations about the DUC Conference.
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words and overcome the problem of high ranked sentence not containing any
word of the topic.

card{S(\T
Overlap(s,ws) = % (7)
card{e} represents the cardinality of the set {®}. s = 1--- Ny, N is the total
number of sentences. The Overlap values are normalized in [0, 1].

3.3 Final sentence ranking

Similarity and Overlap parameters are used to refine the CORTEX scores. The
final Score of a sentence s of a document vg4 and a topic wy is the linear combi-
nation:

Score = ag- CORTEX (s,vq) + aq - Overlap(s,wy) + ag - Sim(vg,wt) ; (8)

Zaizl

The «; values are empirical weights associated with the intermediate scores 3 of
a sentence. The summary is generated with the A sentences of high score. A is
fixed by the user, it can be a ratio of the initial size of all documents or a fixed
number of sentences.

The NEO-CORTEX system (see figure 1) is resulting from the application
of Similarity and Overlap parameters over the CORTEX system.

Final
summary

Relevant documents Parameters calculation

- Similarity
Topic Lot - Overlap
i
- J l

l Final scores
Score = «,.Cortex + «,.Similarity + «,.Overlap
2 «; = 1 obtained by learning process

f
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o
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Fig. 1. General architecture of the NEO-CORTEX system, the process is applied for
each couple of topic and relevant collection of documents.

3 We called intermediate CORT EX (s, v4) the score calculated in formula (4), Sim(.)
the score calculated by (5) and Owverlap(.) the score calculated by (7).
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3.4 Evaluating summary quality

The evaluation of the summaries is a difficult task, it can be achieved by evaluat-
ing independently the summary (intrinsic way) or by evaluating the summary in
a specific task such as Question Answering (extrinsic way). The summaries are
evaluated as either manually or semi-automatically. The first approach requires
high human time cost (each summary has to be read, evaluated and appreciated)
and is very subjective (divergence between judges can be considerable). The sec-
ond approach is more standardized and has the ability to be exactly repeatable
but requires human-produced reference documents. Several different approaches
for semi-automatic evaluation exist such as Pyramid [17] or Basic Elements
(BE) [18]. The Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
[19] semi-automatic approach was used for our experiments. Two ROUGE Recall
measures was computed for our evaluations, ROUGE-2 (bigram co-occurrence),
ROUGE-SU4 (skip bigram with unigram and maximum gap length of 4) an Ba-
sic Elements BE. They are officially used and adopted for the DUC task. All the
ROUGE results of this paper are obtained with light post processing and hard
cut at 250 words.

3.5 Tuning the parameters for the DUC task

We have tuned the a; parameters of NEO-CORTEX using the DUC 2005 data-
set. In order to find the optimal repartition of Overlap in the final sentence score,
we have settled the Similarity parameter to 0 and realized a precise scanning (in
step of 0.05) by increasing the Overlap until we obtained the optimal repartition.
The optimal ROUGE-2 score is obtained with a; a2 0.4 (see figure 2).
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Fig. 2. NEO-CORTEX ROUGE-2 recall scores depending on the percentage of Overlap
a1 on the DUC 2005 dataset. The Similarity factor a2 = 0 and the CORT EX factor
ao =1 — a1 (Overlap). The optimal score is obtained with a; = 40%.

The optimal Similarity parameter a5 is obtained by a similar way. The Over-
lap a3 and the CORTEX «g are settled to the previous optimal repartition
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(g = 0.6 and ag = 0.4). The figure 3 shows two peaks (optimal values for as
parameter). As the DUC 2005 data-set is not enough important and in order to
avoid errors due to the particularity of one corpus, we have empirically chosen
the first peak, as = 0.11 (see figure 3) of the total repartition.
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Fig. 3. NEO-CORTEX ROUGE-2 recall scores depending on the percentage of simi-
larity a2 on the DUC 2005 data-set. The Similarity factor a2z =1 — (y(CORTEX) +
a1(Overlap)). The optimal score is obtained with a2 =~ 11%.

Previous experiments showed that the Overlap is more important than the Sim-
ilarity. This is why we have firstly tuned the Overlap parameter. We have nor-
malized the a; values and found the optimal repartition of the parameters for the
DUC 2005 data-set: ag(CORTEX) = 0.54 (0.6 — 0.54) , a1 (Overlap) = 0.36
(0.4 — 0.36) and az (Similarity) = 0.10 (0.11 — 0.10). Further experiments
confirmed that the parameters found are optimal.

4 Adaptations for DUC 2006 Task

The system task for DUC 2006 # is to model real-world complex Question An-
swering, in which a question cannot be answered by simply stating a name, date,
quantity, etc. Given a topic and a set of 25 relevant documents °, the task is
to synthesize a fluent, well-organized 250-word summary of the documents that
answers the question(s) in the topic statement.

4.1 Managing the topics

A topic is composed by two parts, the title and the narrative part (containing
the questions). In the same way as a human would make, we have parsed the

4 http://www-nlpir.nist.gov/projects/duc/index.html
5 Documents source: AQUAINT corpus. Articles from the Associated Press and New
York Times (1998-2000) and Xinhua News Agency (1996-2000).
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topic to create sub-topics (see table 2). Indeed, each question of the narrative
part needs to be answered, so we have chosen to create sub-topics that are
the concatenation of the title and one of the topic’s question of the narrative
part. For each relevant document of the topic set, ( document to be handle by
CORTEX are created, ¢ is the number of sub-topics.

|Number and Title |Question(s) |
D0603C Why are wetlands important?

Wetlands value and protection |Where are they threatened?

What steps are being taken to preserve them?
What frustrations and setbacks have there been?

Sub-topic 1: wetland value protection important
Sub-topic 2: wetland value protection threat

Sub-topic 3: wetland value protection step preserve
Sub-topic 4: wetland value protection frustration setback

DO0606F What are the most significant impacts said
Impacts of global climate change|to result from global climate change?

|Sub-topic 1: impact global climate change significant |
Table 2. Examples of DUC 2006 topics (D0603C, D0606F) and sub-topics resulting
from their parsing (the sub-topics have been filtered and lemmatized).

4.2 Finding the best metrics for DUC 2006

The CORTEX system can use up to 13 metrics [12] to evaluate the sentence’s
pertinence, we have tested empirically a wide range of combinations and finally
choose three metrics:

— Angle between a title and a sentence (A): Cosinus of the normalized scalar
vector product between the sentence and the topic vector.

These two other metrics use a Hamming matrix H, a square matrix Ny x Ny,
in which every value H|[i, j] represents the number of sentences in which exactly
one of the terms ¢ or j is present.

Hypr — %”: {1 if §jom # §j,n} top M€ [2,N1] o)

— | 0 elsewhere n € [1,m]
J:

The Hamming matrix is a lower triangular matrix where index m represents
the line and index n the column, corresponding to the index of words (m > n).
The main idea is that if two important words (may be synonyms) are in the
same sentence, this sentence must certainly be important. The importance of
every pair of words directly corresponds to the value in the Hamming matrix H.
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— Hamming weight heavy (L): Among the sentences containing the same set
of important words, how do we know which one is the best? i.e. wich one of
these sentences is the more informative? The solution is to choose the one
that contains the biggest part of the lexicon. II = Sum of Hamming weight
of words per segment x the number of different words in a sentence.

— Sum of Hamming weights of words by frequency (O): The sum of the Ham-
ming weights of the words by frequencies uses the frequencies as factor in-
stead of the presence. The sentences containing the most important words
several times will be favored. O = The sum of the Hamming weights of the
words X word frequencies.

We have tested a lot of metrics combinations as well as single metrics by
trying to maximize the ROUGE measures (see figure 4). The other metrics [11]
used in CORTEX system are: H for Perplexity; X for Sentence shape; B for
partial ¢ f.idf (uses terms of frequency greater than one); F' for Term Frequency
(tf); P for Hamming weights of segments; D for Sum of probability frequencies;
Y for Hamming distances; E for Entropy; T for Sum of Hamming weights of
words per segments; I for Interactivity of segments.
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Fig. 4. NEO-CORTEX ROUGE scores in the DUC 2005 task depending on the metrics
combination used. The ALL combination means all metrics of CORTEX.

4.3 Managing the sentence length

The summary word limit, for the DUC 2005 and 2006 tasks, is 250 words. The
NEO-CORTEX system was not able to choose between two sentences of same
score but with different lengths. Is a n or 10n words sentence important for short
summary 7 We have introduced a smoothing of the CORTEX scores depending
of the sentence length by dynamically calculate, for each document, a gaussian.
Further experiments showed that using a sigmoid based smoothing instead of
the gaussian would improve significantly the ROUGE scores.
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5 Results

In this section we will compare the ROUGE scores of NEO-CORTEX and COR-
TEX systems. We have compared the overall performances of NEO-CORTEX
and CORTEX with the seven best ROUGE score metrics combinations on the
DUC 2005 data-set. The ROUGE scores of all metrics combinations (see figure

5) are improved.
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Fig. 5. ROUGE scores for NEO-CORTEX vs CORTEX in the DUC 2005 task.

The NEO-CORTEX system was also compared to the other participants of
the DUC 2005 evaluation (see figure 6). Our system achieves very good perfor-
mance (best system for all ROUGE scores). The fact is that the training data-set
used for tuning NEO-CORTEX was the DUC 2005 data-set. NEO-CORTEX is
optimally tuned for the DUC 2005 evaluation, this explain why it is very per-

formant.

NEO-CORTEX

ROUGE-2 Recall

ROUGE-SU4 Recall

NEO-CORTEX

Fig. 6. ROUGE-2 recall (left) and ROUGE-SU4 recall (right) scores of NEO-CORTEX
vs all participating systems in the DUC 2005 task.
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In order to quantify the real perfomance of our system, we have also compared
it to the participants of the DUC 2006 evaluation. The evaluation criteria in DUC
2006 remained same as DUC 2005, our summarization system performed well in
the automatic evaluation (see figure 7).

ROUGE SU4-Recall

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

Fig. 7. ROUGE-2 recall (left) and ROUGE-SU4 recall (right) scores of NEO-CORTEX
vs all participating systems in the DUC 2006 task. Neo-Cortex is ranked 13" in
ROUGE-2 and 10*" in ROUGE-SU4 over 35 systems.

6 Conclusion and future work

We have presented NEO-CORTEX, a multi-document summarization system
based on the CORTEX system, and the participation in DUC 2006 task. Our
experiments have shown that NEO-CORTEX is an effective system and achieves
good performance on topic-oriented multi-document summarization task. NEO-
CORTEX is however sensitive to the sentence segmentation, ROUGE scores have
increased throughout our research time according to the segmentation quality
enhancement. The ability of the system to be language independent is key point.
Our participation in DUC 2006 was an excellent opportunity to evaluate the
flexibility of the CORTEX system on a new and different task. In DUC 2006
the LIA-Thales fusion of five summarization systems among NEO-CORTEX,
obtained very good results in the automatic evaluations (ranked 5th in ROUGE-
SU4, 6th in ROUGE-2, 6th in BE and 6th in Pyramid) and achieved good
performance in human evaluations (ranked 8th in the Resp-Overall) [20] . As
always, there is a room for improvement and future work. In NEO-CORTEX,
we would like to focus on improving our performance in metrics combinations,
which we believe would enhance summaries quality. To that end, we are currently
experimenting an incremental process, which in each step tries to find a different
metrics combination. We would also like to use machine-learning to dynamically
find the optimal a; parameters of the sentence scoring and automatically adapt
the system.
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